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Abstract
Machine-to-Machine (M2M) communications have gone forth as the newest technology for succeeding in communication
generations. The M2M connections use the sensor nodes to capture an event into data packets and relayed through a network.
The sensor nodes consume more energy whenever the increase in data packets transmitted from the sensor nodes in the system.
To reduce the energy utilization applying the data aggregation is essential. We proposed a comprehensive model for calculating
energy utilization and delay-tolerance by usingMulti-Level Data Aggregation Trees (MLDAT). In the proposed scheme, the first
stage is about the construction ofMulti-Level Data Aggregation Tree, which aggregates the data originated from various wireless
sensor nodes in the communication network. In the second stage, a delay-tolerant scheduling algorithm for controlling the
delivery delay for user queries presented. Ultimately, the simulation results of the proposed scheme show that the suggested
algorithms have better performance than the existing state-of-the-art approaches significantly.
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1 Introduction

The Machine-to-Machine(M2M) communication network in-
volves thousands of sensors connected to the core network via
a select node called Sink node or gateway node. The battery-
operated devices monitor the environmental conditions corre-
sponding to their position, transfer the collected data to the
gateway node, process this data, and deliver information to
Application Server. The sensor nodes can organize by them-
selves, providing access outside and watchdog environments.
In this way, the M2M communications are getting attractively
for several application areas such as health-monitoring, farm-
ing, aviation, water contamination- monitoring, crowd-
monitoring and Building Monitoring Systems (BMS), etc.,

However, thousands of devices, combined with sensors, re-
sult in multiple target analysis or unnecessary data transmissions
in the communication network. Therefore, the more nodes

squander energy very quickly. The approaches, such as dynamic
routing, medium access control, and resource allocation of com-
munications, reduce the energy consumption of sensor nodes [1,
2]. The scheduling algorithms of the wireless sensor nodes can
efficiently manage the power consumption of the communica-
tion network [3–7]. The information collecting mechanism can
utilize data aggregation functions to reduce unnecessary com-
munications. The data sensed by multiple wireless sensor de-
vices have temporal and spatial interactions [8, 9] due to only a
few sensor devices are scheduled to transmit the data packets.
The other sensor nodes are in the sleep state.

Several empirical studies stated that hierarchical network
topology is efficient for sensor nodes to collect data and trans-
mit to the gateway node [10]. A tree-based topology is expen-
sive for storing routing tables at each node with limited re-
sources compared to an arbitrary network topology [11]. The
data aggregation tree structure’s saving ability to implement
aggregation functions is likewise referred to as data aggrega-
tion trees (DATs). DATs have gateway node as root, these are
directed trees and receive a distinct route from every sensor
device to the gateway node. Furthermore, in data aggregation
trees (DAT), the sensor nodes gather data from various wire-
less sensors that are fused at intermediate wireless sensor
nodes, as stated by the data aggregation functions such as
MAX, MIN, SUM, AVERAGE, COUNT, etc. [12].
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Data Aggregation technique is applied to lower total ener-
gy consumption in the communication networks. Mottola
et al. described an energy-saving routing algorithm, which
states that the data aggregation becomes better up to 70% of
network life for the entire wireless network the real-world
experiment results. But there is a significant effect of data
aggregation, where the delays for processing the user queries
with data aggregation increase about four times. Shin-Yeh
Tsai et al. studied timing control, in which time is taken to
buffer packets. The maximal number of buffered data packets
is to take into account data aggregation [13].

The rest of the paper is structured as follows. Section 2
specifies the literature survey on data collection and data ag-
gregation in the M2M Communication networks. Section 3
presents the details of the problem statement and the system
environment. Section 4 presents the aggregation tree construc-
tion algorithm and delay tolerance model and examine devel-
opment issues. The simulation environment and results are
analyzed in Section 5. The conclusion and future directions
are given in Section 6.

The primary contributions of this article are pruned as
follows:

& We distinguish the problems when constructing the Multi-
level data aggregation tree (MLDAT) for the M2M com-
munication network. Furthermore, we proposed two algo-
rithms to measure minimum data transmissions and also
minimal latency for user queries.

& Construction of the Multi-level Data Aggregation Tree
problem, it is a well-known NP-Complete. We work out
this problem in two stages. On the stage1, we compute
aggregating nodes obtained by the combination of
Maximal Independent Set with minimal load, LBMIS(I),
and set connectors denoted as CMIS(C). Next, in stage2,
Load Balanced Parent Node Assignment LBPNA, which
is NP-Complete, we provide an approximation solution.

& In addition to this, we proposed a Delay Tolerant
Scheduling Algorithm based on the periodic per-hop
method.

2 Related work

In the Data Aggregation Trees (DAT), most research studies
focus on scheduling algorithms to transfer the data packets
from sensors to the gateway node. The Data Aggregation
Tree construction problem is NP-Complete Problem only few-
er approaches are available for constructing the Optimistic
Data Aggregation Trees. By this motivation, we try to study
the construction of Data Aggregation Tree for the objective of
energy efficiency and delivery latency in the wireless commu-
nications network.

The energy consumption of sensor nodes is cut by the
dynamic nature of the wireless channel consuming energy
due to loss of packets and retransmissions [14]. Cognitive
Radio sensors may be efficient in adapting varying chan-
nel situations, which would surge transmission efficiency
and lower the power consumption used to transmit and
receipt [15, 16].

Many researchers have conducted several experiments on
node scheduling approaches in the M2M communications,
and all those schemes work based on the assumption that
sensor nodes are stationary. So, these systems cannot be ap-
plied to the M2M applications in which there is a requirement
of mobility in wireless communication devices, for example,
health control. In [17–20], the studies are illustrated cluster-
based scheduling algorithms for the need for movement.

In [4], a cluster-based energy-efficient, mobility-centric node
scheduling scheme is (CENM) proposed to network coverage by
keeping minimal node inactive and minimizing the total failures
by selecting different cluster gateway nodes. Several Data
Aggregation Models have aimed for the development of Data
Aggregation Trees (DAT) for WSNs. Ding, Min et al. recom-
mended energy-aware distributed heuristic to generate the aggre-
gation tree (EADAT) [21]. It makes use of neighboring broad-
cast scheduling and distributed competition with neighbors.
Kumar Padmanabh et al. introduced an algorithm that is flexible
to opt one of the aggregations depends on the scheme and degree
of data aggregation based on network traffic [22].

Yao Lu et al. proposed a spanning tree called Multi-
Objective Steiner Tree (MOST) based on some standard met-
rics. A heuristic method Jumping particle swarm optimization
is suitable for a static objective, but in practice, if the targets
are frequently changed, then in incurs more overhead [23].
Randhawa et al. also suggested analyzing the results of tiny
aggregation to reduce energy consumption and increase the
network lifetime. It is only suitable for fixed connections in
small networks. In the case of lossy link radio connections, it
results in poor performance [24].

Mohsenifard et al. proposed a data aggregation tree (DAT)
using a cuckoo optimization algorithm that did not consider
the load–balance factor [25]. In [26], monitoring hierarchical
trees became easy. Still, when moving out from the cluster
head, the number of nodes increased enhanced relay routing
in which the data packets relayed among sensor nodes, taking
too much delay for user queries. In the case of duty-cycled
WSN, Le et al. [27] proposed a level order tree-based sched-
uling scheme for delay tolerance, which having more compu-
tations overhead for scheduling.

Zhaohui et al. [28] and Lu, Yao, et al. [29] proposed a data
aggregation scheme for heterogeneous wireless sensor net-
works concentrating on local tree topology and maintenance.
Also, in [30] Kale et al., proposed scheduling technique with
local heuristics approach both are having improvements in the
centralized and static network topology. Still, in practice,
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WSN links are dynamic, and connections are lossy link
nature.

Compressive Sensing is an advanced signal processing
technique, in which data sets process efficiently and accurate-
ly by acquiring, storing, fusing, and processing slowly. This
method, which links data gathering, compression, dimension-
ality reduction, and optimization, has drawn significant atten-
tion from researchers and applied scientists in several fields.
The CS-based aggregation solution improves energy efficien-
cy [31]. The energy consumption models are summarized in
Table 1.

3 System model and problem definitions

In this section, we depict the overall construction of the
MLDAT under the lossy link network model. First, we listed
the assumptions commonly present in the network model,
followed by the formal definition of the problem and some
remarks on the issue.

3.1 Assumptions

We assume theM2MCommunication network as a connected
graph G(V, E), where V = Error ! Bookmark not defined. are
the set of sensor nodes, and E denotes the lossy wireless con-
nections among the nodes. In the sensor nodes, v0 indicates the
gateway node, unlike the other nodes, the gateway node has a
continuous power supply. Every node except the gateway
node (v0) powered by a non-removable battery.

All the nodes at any point in time they can determine their
residual energy. We assume every node in the network has the
same transmission range ℝ. If there is an edge between any
two nodes i, j ∈ V then the distance between them is denoted
by lij ≤ℝ. In addition to this, we assume no node failure and
also no duty-cycles.

The n nodes monitor the environment in the deployed area
and periodically send the gathered data to gateway node v0
along with the MLDAT routing structure. Every node pre-
pares a data packet of size B-bits during each report. Non-
leaf sensors aggregate different incoming data packets, along
with its data packet into a single outgoing data packet. Also,
we assume the data gathering rate of any node vi is γi. Also,ℝ
represents the maximum data receiving rate of all the sensors.

3.2 The network model

In a lossy-link network model, we denote the communication
network as connected undirected graph G(V, E, P(E)), where
V = Vs ∪ {v0} and Vs = {v1, v2,…vn} is a collection of n + 1
nodes, any sensor node is denoted by vi, where 0 ≤ i ≤ 1. The
communication links indicated as E is the set of lossy links
∀vi, vj ∈ Vs, there exists a link (vi, vj) in G iff:

1) Both vi and vj stay within wireless radio transmission
range, also.

2) lij> 0, as every link (vi, vj) ∈ E, lij denotes the probability
that vi can straightly transfer a data packet towards vj success-
fully; as well as

P Eð Þ ¼ lij j vi; v j
� �

∈E; 0≤ lij≤1
� � ð1Þ

In the network all the sensor nodes can send data packets by
forwarding through the intermediate nodes, in that case, we de-
fine 1-hop neighborhood {N1(vi)} as the data packets can reach
by one-step to the destination also k-hop neighborhood {Nh(vi)}
set as the data packets can reach by k-steps to the target in the
wireless sensor network.

3.3 Problem definition

The primary goal of the proposed Multi-Level Data
AggregationTree (MLDAT) construction problem is to reduce
energy consumption and prolong the network lifetime to ac-
complish this measurement of every node’s traffic pattern and

Table 1 Summary of the Related
Work S. No Approach Energy

consumption
Delivery
Delay

Network
lifetime

Scalability

1 Cognitive radio ✓ × × ×

2 Sleep node scheduling ✓ × × ×

3 Relay nodes ✓ ✓ ✓ ×

4 Deterministic Network Model ✓ × ✓ ✓

5 Periodic simple and Periodic Per-Hop ✓ ✓ × ×

6 MAC: EER-ACK ✓ × × ×

7 Approximation or Heuristics
Algorithms

× ✓ ✓ ✓

8 Clusters Hierarchical Aggregation ✓ × × ×

9 Compressive Sensing (CS) ✓ × × ✓
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workload network. We can distinguish the network traffic
load for internal nodes and leaf nodes. Compared to the leaf
nodes, Internodes have more workload on them. We can mea-
sure the potential traffic load of every node by using the po-
tential load factor of that node.

As earlier stated in Section 1, based on the number of
neighboring nodes connected to a node is an indicator of its
traffic load. However, in the lossy-link wireless sensor net-
work, some other components also there to cause potential
load on sensor nodes. Consider the example, if lij = 0.25, then
the expected number of transmissions is 1

0:25 ¼ 4 to guarantee
vi to transfer one data packet to vj. If lij valueless, then potential
traffic load on vj from vi is more. Thus, a more admissable as
well as formal definition of the potential load presented as
follows:

Definition 3.1: Potential Load (ρi). ∀Vi ∈ Vs, the potential
load of vi defined as:

ρi ¼ ∑
v jϵN1 við Þ

B
γi

� �
1

lij
ð2Þ

The construction of the MLDAT problem solved in two
stages; in stage1, we find out the internal nodes of the given
M2M communication network. To achieve this, first compute
the Maximal Independent Set with minimum potential load
LBMIS(I), but finding the LBMIS is well known NP-Hard.
We can map LBMIS problem just like integer Linear Program
LP*

LBMIS As follows:
Definition 3.2.
Let ωi, ∀ i ∈ V is a binary decision variable set to 1 if the

node is independent; the other is 0.

Max v ¼ min ρij ∀vi∈If g ð3Þ
s:t ω0 ¼ 1;

ωi þ ∑
v jϵN1 við Þ

ω j≥1;

∑v j∈N1 við Þωij ¼ 0;

ωi≥ωij ; ω j≥ωij;

ωi þ ω j−1≤ωij;

ωi;ω j;ωij∈ 0; 1f g; ∀vi;v j∈vs

In Eq. (3), the objective function for selecting the set of
nodes such that the nodes having minimal potential load with
the specified constraints represented as relaxed Integer Linear
Problem.

Next, we can arrange the LBMIS(I) into several partitions
as disjoint sets. Those connected by selecting some other
nodes as connectors, which are denoted by C. Finally, the
combination of both I and C are called internal nodes or dom-
inating set or Connected Maximal Independent Set CMIS of

the network. In the second phase, we can assign the parent
nodes to the internal nodes and the parent nodes to the leaf
nodes denoted with AI and AL.

Definition 3.3: Parent Node Assignment (PNA) for inter-
nal nodes (AI),

AI ¼ I við Þ j∀viϵD; 1≤ i≤mf g ð4Þ

In Eq. (4), the internal nodes are assigned with parents
from the dominant set(D) towards the root node. Also,
assigning the parent links for the leaf nodes is a well
known NP-Complete. The assignment of leaf nodes to their
parent node is done by considering the minimum actual
load of that particular node.

Let formally define the actual load among the dominating
set(D) of nodes.

Definition 3.4: Actual Load (αi). The actual load of an
internal node vi is:

∀vi∈D; αi ¼ ∑
v j∈ L við Þ∪I við Þ i≠ jj gf

B
γi

� �
1

lij
ð5Þ

Definition 3.5: Assignment Parent Nodes to leaf nodes
(AL) of lossy-link wireless sensor network denoted by the
graph G(V, E, P(E)) along with CMIS, D = {v1, v2,…vm}.

It is required to obtain m disjoint sets from V, denoted by
L(v1), L(v2), …, L(vm), so that:

1) Each set L(v1) (1 ≤ i ≤m) contains exactly one non-leaf
node vi.

2) ⋃
m

i¼1
L við Þ ¼ V , and L(vi)∩ L(vj) =∅ , (1 ≤ i ≠ j ≤m).

3) ∀vu ∈ L(vi) (1 ≤ i ≤m) and vu ≠ vi, such that (vi, v1) ∈ E.
4) Assign v1 (1 ≤ i ≤m) as the parent node of the nodes in

L(v1)\{ v1}.
Therefore formally we can denote Parent Node

Assignment (PNA) for leaf nodes as,

AL ¼ L v1ð Þ j∀v1∈D; 1≤ i≤mf g:

We define a decision variable βi to denote whether the
sensor vi is an internal node or a leaf node. βi sets to be 1 iff
the sensor vi is an internal node. For remaining nodes, βi
assigned as 0. Moreover, Let select a random variable ξij to
every edge connecting an internal node vi, a leaf node vj in
graph G formed with the lossy-link wireless communication
network.

We can define the parent node assignment as standard lin-
ear programming LP*

LBPNA

Max υ ¼ min αif j∀vi∈D
o

ð6Þ

such that ∑
vi∈N1 v jð Þ

βiξij ¼ 1
� �

∀∉D

ξij∈ 0; 1f g
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Therefore, the overall Parent Node Assignment with min-
imum actual load (LBPNA-A∗) is a combination of both
AI and AL. i.e.,A

∗ = {AI, AL} . After LBPNA is decided, by
assigning a direction of each link in the constructed tree struc-
ture, we obtain an MLDAT.

In the next section, the solutions for solving the load-
balanced MIS(I), connected MIS(C), load-balanced
PNA(A∗), and finally, we build the MLDAT.

4 Construction of multi-level data
aggregation trees

The construction of MLDAT is designed in two stages. In the
first stage, we obtain the dominating set (D) of the given
Lossy-link wireless communication network graph G(V, E,
P(E)). In other words, the dominating set (D) contains the
internal nodes of the MLDAT, including the root node. We
can find out the dominating set (D) by solving the problem of
LBMIS (I) and selecting the connectors (C) of set I. We can

represent the LBMIS(I) problem as an Integer Linear Program
(ILP) and solve by using the Linear relaxation technique.
After that, we can choose some connectors (C) to form the
dominating set (D).i.e., D = {I ∪C}.

In the second stage, we have to form parent-child links by
keeping the load balance among the nodes. First, we assign
the parent nodes among the internal nodes (D) as AI next, we
assign the parent nodes for leaf nodes as AL. The problem of
Parent Node Assignment with minimum actual load
(LBPNA) of leaf nodes AL is formally defined as an Integer
Linear Program, and it solved by using the random rounding
technique.

Table 2 shows the notations used in this paper.

4.1 Approximation algorithm for MIS with minimum
traffic load LBMIS(I)

The basic idea of the solution in Algorithm 1 described as
given below:

Let solve the linear program of LP∗ LBMIS to obtain an
optimal solution, which is denoted by

ω*; v*
� �

; whereð Þ

ω* ¼ ω*
1;ω

*
2…ω*

n

� 	
, also round-off ω*

i values into integers
ωi render to the six steps.

presented through lines 3–14 of Algorithm 1, also.
v∗ denotes the corresponding node.

1) Sort sensor nodes by the ω*
i value (where 1 ≤ i ≤ n) in the

decreasing order.
2) Set the sink node to be the independent node, i.e., ω0 = 1.
3) Fix for allbωi with 0’s.
4) Begin with the first node in sorted array P. If no node

selected as an independent node in vi ′ s 1-hop neighbor-
hood, then set bωi ¼ 1 with probability pi ¼ ω*

i .
5) Repeat step (4) until the end of array A.
6) Again repeat steps 4) and 5) as 8ln nð Þ

min ω*
if j vi ϵV;ω*

i >0 g many
times.

Table 2 Notations

ρi Potential load of node i

αi The actual load of node i

βi The decision variable associated with the node i

P(E) Probability of lossy-link connectivity

AI Parent node assignment for Internal nodes

AL Parent node assignment for leaf node

I Maximal Independent Set

C Connected maximal Indent Set

D Dominating Set

N2(v) Two-hop neighbors of node v

B The size of the data packet (bits)

ξij The random variable associated to the edge between i and j

L(v) Level of vertex v

ωi Decision Variable of node i

γi The rate of data packets generated by node i

Fig. 1 Illustration of (b) LBMIS, (c) CMIS, and (d) MLDAT construction process

Peer-to-Peer Netw. Appl.



Algorithm 1: Approximation Algorithm to obtain load-
balanced MIS(I)

4.2 Connecting load-balanced MIS(C)

After finding the LBMIS(I) onemore step is required to obtain the
dominating set (D). We have to select the connectors(C). To do
this by a similar procedure as in [32], to obtain a minimum set of
connected MIS (C) to connect the load-balanced MIS(I).

Partition the LBMIS(I) into disjoint node sets by using the
following criterion:

I0 ¼ v0f g andð Þ

I l ¼ vi jvi∈I ;∃v j∈I l−1; vi∈N 2 v j; vi∉⋃l−1k¼1Ik
� �� � ð7Þ

The gateway node is put into I0. It acts like the root of the
MLDAT, i.e., |I0| = 1. All of the other nodes present in I in a 2-
hop neighborhood out from nodes in Il − 1 are placed in Il. So, l
is termed as the level of the independent node. Il Represent
collection of separate nodes in level l of G corresponding to a
node in I0. In addition to this, L denotes the maximum allowed
levels of independent nodes.

For each level i, where i ∈ [0, L − 1], assume Si is a set of
neighboring nodes to at least one node in Ii also at least one
node in Ii + 1. Next, find a minimum-sized set of nodes Ci ⊆ Si
to cover all nodes in Ii + 1.

Let C ¼ ⋃l−1i¼0Ci and.

Therefore, finally, D = {I ∪C} is the CMIS of the original
graph G.

We use the M2M communication network shown in Fig. 1a
to illustrate the construction process of a Dominating Set (D). In
Fig. 1a, all circles denote the sensor nodes as we specified pre-
viously, the construction of MLDAT T having two steps. In the
step1, we solve the LBMIS(I) problem usingAlgorithm 1, which
is represented in Fig. 1b as black circles. In step2, we choose
appropriate LBMIS connectors (C), expressed as grey nodes in
Fig. 1c, for connecting every node in I to form a dominating set
(or) Internal nodes of G, denoted as CMIS (D).

i.e., D = {I ∪C}.

4.3 Load balanced PNA for internal nodes(AI)

After dominating set (D) finds out, in the next stage, we ded-
icate to find a load balance PNA for Internal nodes AI. The
following procedure is given:

1. ∀vi ∈C0, their parent is to be the gateway node v0.
2. As per the index non-decreasing order, all vi ∈Cl, and l >

0, their parent connected to the neighboring node vj ∈ Il − 1,
which is having the minimum load.

3. As per the index non-decreasing order, all vi ∈ Il, and l > 0
their parent connected to the neighboring node vj ∈Cl − 1,
which is having the minimum load.
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4.4 Integer linear program formulation of load-
balanced PNA of leaf nodes(AL)

As we know that, finding an arbitrary data aggregation tree
having maximum network lifetime is NP-Complete [27].
Similarly, we can prove that PNA with minimal load for leaf
nodes AL is also an NP-complete. The following randomized

algorithm used to solve the load-balanced PNA for Leaf
Nodes, AL. The formal definition of the load-balanced PNA
for Leaf Nodes AL is explained in definition 3.4. The problem
can solve by using the following randomized algorithm.

Algorithm 2: Randomized Approximation Algorithm for
load-balanced PNA for Leaf Nodes AL.

5 Delay-tolerant scheduling model

Once the Multi-level Data Aggregation Tree (MLDAT) is
constructed, the aggregation time control mechanism is ap-
plied by the Delay-Tolerance function. Consider the following
M2M Communication network shown in Fig. 2. Every node
gathers information in its location and sent it to the gateway
node (Fig. 2b), which further transmits the data to Application
Server, as shown in Fig. 2c.

The source node is N(i), 0 ≤ i ≤ k − 1 relays data mi, and
sends to the gateway node N(k). The data mi collected by
N(i) to be sent to the user by application server by following
the Multi-level DAT structure. We present a periodic per-hop
aggregation time scheduling algorithm present at each node
N(i). The time control for the aggregation scheduling algo-
rithm and delay tolerance process consisting of the following
steps:
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Algorithm 3: Delay-Tolerant Scheduling Algorithm

6 Performance evaluation

In the construction of Data Aggregation Trees, most of the
earlier research works focus on the classical Shortest Path
Tree, Minimal Spanning Tree, and Load Balanced Cluster
Head Approaches. In this paper, we selected the most domi-
nating tree-based routing models, such as Load-Balanced
Data Aggregation Trees (LBDAT) [33], Two-Tier Adaptive

Model Aggregation (TTAMA) [34] and Energy Efficient
Spanning tRee (EESR) [35]. The ProposedMLDAT approach
is suitable to compare with the selected routing tree structures.
We compare all the four algorithms in terms of energy con-
sumption and delay tolerance.

The Simulation environment is having all sensors having
the same transmission range of 40 m. Every sensor device
randomly distributed in a rectangular area of 200m × 400m.

Fig. 2 The Architecture of
Machine-to-Machine(M 2 M)
Communication Network
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The results are getting for every different setting, 50 instances
obtained, and rounded to integer values. In addition to this, a
random value function is taken to assign links among the
nodes. If a node is within the transmission range, then the
transmission value is[0.5, 1] else it is [0, 0.5]. All the config-
uration parameters have listed Table 3.

Among all the parameters network Area, number of nodes,
and transmission range are tunable parameters. The imple-
mentation of the proposed MLDAT model is evaluated using
NS-3 tools and Python programming language, and the con-
figuration parameters parsed by using an XML File.

We evaluate the performance of MLDATwith the state-of-
art DAT models such as LBDAT, Energy Efficient Spanning
Tree (EEST), Two-Tier Aggregation Multi-target application
Trees (TTAMA). The proposed MLDAT Model has better
performance for energy consumption and delivery delay than
the existing algorithms.

Scenario 1:Network Coverage Area
In this case, 150 sensors are distributed randomly and even-

ly in the rectangular network area. Each node has a transmis-
sion range of 30 m. The side length of the rectangle area is
varied from 100 m to 400 m by increasing by step of 50 m. As
increasing the length of the side, the network turned into thin-
ner, and higher internal nodes are required to support the con-
nectivity. The number of transmissions reduced in each

Table 3 Configuration parameters

Parameter Value

Random value for Wireless Links [0.5–1.0]

Gateway Position Top Left

Topology (Grid) 200m × 400m

Network Size 150

Transmission Range 40 m

Energy for receiving 1Unit

Energy for Transmitting 2Units
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communication round the energy consumption is also re-
duced, as shown in Fig. 3a. In the other models, also it is the
same trend happens.

In Fig. 3b, the average delay latency for user queries is
shown. When the network becomes thinner, the nodes choose
available buffers packets to transmit to the gateway node. In
MLDAT, we use the periodic per-hop scheduling mechanism,
which improves the average delay due to the availability of
buffered packets.

Scenario 2: Transmitting Range
In this scenario, the transmitting range is tuned from

30 m to 70 m by increasing a step of 5 m. The 100
nodes are deployed randomly uniformly in the network
area.

We consider the 140m × 300m rectangular area of grid to-
pology. In Fig. 4a, the Residual energy for different transmis-
sion ranges is shown. In Fig. 4a, we can observe the decrease
in the residual energy because the network becomes denser,
whichmeans more nodes are present within the circles of node
transmissions. So even the connectivity of internal nodes is
maintained although with less number of internal nodes. For
the other EESR and TTAMA algorithms is very close to both
use Minimal Spanning tree method to maintain aggregating
node connectivity.

In Fig. 4b, the delay is measured for all the algorithms. As
the network becomes denser, the delay occurred for MLDAT
is better than the other models due to periodic per-hop
scheduling which is used tunable parameter refresher timer,
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due to updating the refresher timer it can achieve shorter de-
lay. In contrast, the other models use minimum latency sched-
uling algorithms (MLSA) that are suffering from their static
time slots.

Scenario 3: Number of Sensor Nodes
In this scenario, In a rectangular area size of 200m × 400m,

the number of sensors that are deployed randomly as 50 to 500
with unevenly. Each node transmission range as 50 m.

In Fig. 5a, it is shown that the residual energy is propor-
tional to the number of nodes becoming more and more. It is
because the redundant nodes are available for connecting
CMIS. We have to perform the data aggregation in a dense
area, the Parent Node Assignment (PNA) can improve the
energy consumption significantly due to a lot of redundant
sensors.

In Fig. 5b, as the number of nodes increasing the delay is
also increased for all the traditional algorithms (LBDAT,

TTAMA, and EESR) due to the dense network, the number
of aggregation points are more and more, but it is different for
MLDAT because the constraints on the Parent Node
Assignments MLDAT selects the optimistic aggregation
points with more leaf nodes.

Scenario 4: Observation of Network Lifetime
The number of sensor nodes is deployed randomly in

a 200 × 200 sq.m area, ranging from 10 to 100 with step value
ten and the number of sensors 100–1000 with step value 100
and the transmission range, R = 30m fixed. The observation is
that the number of nodes increasing from up to 100 the net-
work lifetime of MLDAT is having a similar report with other
approaches which is shown in Fig. 6a. In contrast, the number
of nodes increasing from 100 to 1000 shows a significant
improvement in the network lifetime of MLDAT compared
to the LBDAT, TTAMA, and EESR. The reason is that the
actual load in Eq. (5) of nodes increased in EESR and
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TTAMA compared toMLDAT and LBDAT as the number of
nodes increasing the overall network is shown in Fig. 6b.

7 Conclusion

In this article, we address the fundamental problem ofmodeling
the Data Aggregation Trees in Machine-to-Machine(M2M)
communication Networks. We Proposed a solution for CMIS
and PNA Problems. In addition to this, Aggregation Time con-
trol Scheduling appropriately schedules the nodes to reduce the
redundant transmissions. However, the proposed Multi-Level
Data Aggregation Tree model with the Delay-Tolerant
Scheduling algorithm for the Machine-to-Machine(M2M)
communication shows better performance than the existing
state-of-art solutions. Distributed algorithms can improve the
solution for collecting data from sensor nodes and compressed
sensing techniques to improve energy efficiency.
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